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Abstract. Applications of Computational Fluid Dynamics (CFD) extend to a wide range of academic disciplines, 

research studies, and industries. The importance of CFD validation and verification is growing as ventilation and 

fluid flow interaction problems are more complex and difficult to solve. Such problems usually take large 

computational time to provide solution depending on complexity of the model. Some problem depending on its 

definition can be simplified to reduce the high computation time. This study involves the simulation of two 

different models, referred as case 1 and case 2, in order to evaluate the efficiency of two distinct ventilation 

elements, E1 and E2, with different shapes. The first model is a simplified elliptical shape of the human body 

with a protective jacket that is 500 millimetres in height and consists of ten outlets and a single inlet. In the second 

case, this model is simplified by having a considerably smaller area; it is composed of two square plates with 

dimensions of 40×40 mm. In this case, one plate is a representation of a jacket surface that has a single inlet, and 

the other plate represents a human body. SolidWorks Flow Simulation is used to simulate both models individually 

to compare efficiency of ventilation elements E1 and E2. The flow simulation results in the first case do not provide 

sensitive values for the comparison, while in the second case sensitivity of results increases and it shows that the 

element E1 provides better cooling efficiency than E2. The results also indicate that computational time in the 

second case is reduced 15 times.  
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Introduction 

The foundational work of researchers like Richardson [1] and Courant, Friedrichs, and Lewy [2] 

laid the groundwork for computational fluid dynamics (CFD). Their pursuit of understanding fluid 

motion led to the creation of robust numerical methods that have improved the numerical representation 

of various forms of fluid flow [3]. CFD is rapidly becoming into an influential and prevalent tool across 

numerous sectors; every solution embodies a complex web of mathematical physics, numerical 

methodologies, user interfaces, and cutting-edge visualization approaches [4]. Fluid flow problems are 

more often solved with computational fluid dynamics (CFD) as they are more conventional, analytical 

modelling and experimental approaches. The high expenses and time consumption of experiments have 

frequently prevented the pursuit of efficient, in-depth results, making the current acceptance of CFD 

both progressive and unavoidable [5]. 

For both experimental and computational fluid dynamics (CFD) purposes, it is necessary to 

precisely simulate the properties of the atmospheric boundary layer (ABL) in order to accurately 

anticipate the wind effect on built objects [6]. Thermal modelling of structures will also be affected by 

the flow characteristics [7]. The best approach for accurately representing turbulence is to maintain the 

spectral characteristics of the input flow [8]. It is ideal to match velocity spectra with those obtained at 

full-scale, including the complete frequency range. Yet, accomplishing this goal through small-scale 

experiments and simulations is challenging. One reason for inaccurate pressure predictions in reduced 

scale experiments is the occurrence of small-scale turbulence that causes the shedding of immature 

vortices. These experiments are both economically expensive and difficult to handle [9]. On the other 

hand, full-scale computational fluid dynamics (CFD) simulations need a significant amount of 

processing time and resources [10]. 

The primary objective of this study is to evaluate the effectiveness of ventilation elements E1 and 

E2 while minimizing the computation time. These ventilation elements are intended to be used in 

protective clothing for efficient cooling and to restrict direct access of insects, rain, and dust to human 

body [11]. Thus, the choice of the right element is very important. It is important to use fine mesh in 

simulation to obtain precise results but with fine mesh, computation time increases intensively, while 

using coarse mesh may not give precise values but it might work in comparison while using the same 

set of parameters in predicting efficiency. However, in most of simulations using fine mesh is important 

to achieve accurate results. In this work, ventilation element E1 and E2 are compared in two different 

cases to identify the most efficient element with respect to optimized computational time. In the first 
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scenario, a simplified elliptical model of the human body and jacket is utilized. In the second case, the 

model is further simplified into two square plates, with one plate representing the jacket surface and the 

other representing the body. SolidWorks 3D flow simulation is used in this study to obtain results at the 

inlet air velocity of 2 m·s-1. The detail model dimensions and boundary conditions are described in the 

next section. 

Model components and boundary conditions 

Fig. 1 shows a schematic diagram of the model used in the first scenario. All the mentioned 

dimensions are in millimeters. The jacket has a single inlet with a diameter of 4.4 mm at the front, and 

ten outlets with a diameter of 4 mm at the back. Only a single ventilation element is attached at the inlet 

ventilation hole in a gap between the body and jacket, shown in Detail View D (3.4mm) in Fig. 1. The 

ventilation elements E1 and E2 are positioned individually in a concentric manner with respect to the 

inlet ventilation hole shown in the front view of Fig. 1, to obtain simulation results. These results are 

then compared to analyze efficiency of the elements. These ventilation elements are shown in Fig. 2 

and 3. 

 

Fig. 1. Case 1: Simplified elliptical model of human body and jacket [12] 

 
 

Fig. 2. Ventilation element E1 Fig. 3. Ventilation element E2 



ENGINEERING FOR RURAL DEVELOPMENT Jelgava, 22.-24.05.2024. 

 

171 

The inlet air temperature is set at 20 ºC and the air pressure is set at 101325 Pa for the 3D flow 

simulation study. This study is made at the inlet air velocity of 2 m·s-1 and the physical time of the study 

is 10 seconds. Different materials with specific qualities are initially assigned to the body and jacket in 

the simulation. Table 1 shows these material properties. We consider a normal human body temperature 

of 36.5 ºC and a heat generation rate of 200 W while normal walking conditions [13]. 

 

Table 1 

Material Properties [14, 15] 

Material property Human body Jacket 

Average density, kg·m-3 985 1420 

Specific heat, J·kg-1·K-1 3500 1140 

Thermal conductivity, W·m-1·K-1 0.21 0.261 

Some of considerations in the Flow Simulation study: 

• Top and bottom part of the jacket sealed off (means no air passes through it), to investigate the 

effectiveness of the ventilation. 

• The analysis does not take radiation into account because the amount of heat lost due to radiation 

is the same for all scenarios. 

• Heat is transferred from the body to the jacket and then to the atmosphere by convection and 

conduction. 

 

Fig. 4. Boundary conditions in CFD study for case 1 

The study boundary conditions are depicted in Fig. 4. The ventilation element is positioned 

concentric to the ventilation hole, so that the front face of the element is directly aligned with the hole. 

Fig. 4 illustrates this configuration, with the enlarged view of the ventilation region indicated by an 

arrow sign. The dark circle in the enlarged view indicates the position of the ventilation hole. The inlet 

velocity of 2 m·s-1 is used as the inlet boundary condition. The airflow is perpendicular to the front 

surface of the model. The 10 outlets on the backside of the model are set to environmental pressure as 

their output boundary conditions. In the present study, SolidWorks Flow Simulation is used for 

obtaining results, which employ transport equations for the turbulent kinetic energy and its dissipation 

rate, using the modified k-E turbulence model with damping functions proposed by Lam and Bremhorst 

[16]. 

In case 2, the model design is simplified to two square plates with reduced area, where one plate 

represents the jacket and other represents the body. This model design in shown in Fig. 5. The same set 
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of parameters are used in the flow simulation study as described above. The only difference in this case 

is that external flow simulation is considered here with enclosed boundary to the model dimensions. The 

length of the computational domain is 73.40 mm. Fig. 6 shows the computational domain, where the red 

arrow in front shows the inlet velocity and the blue arrow shows the environmental condition.  

 

Fig. 5. Case 2: Simplified model with two square plates 

 

Fig. 6. Case 2: Computational domain 

Here are the criteria that were considered in the analysis of the flow simulation study: 

1. H.T.R. – Heat Transfer Rate, W; 

2. H.F. (avg.) – Surface Heat Flux (average), W·m-2; 

3. dP – Flow Pressure Difference, Pa; 

4. dT - Surface Temperature Difference (body), ºC; 

5. T. avg. – Average Surface Temperature (body), ºC. 

Results and discussion 

All the results mentioned here are simulated for the physical time of 10 seconds and since this study 

is transient in nature, the physical time of the study has a great influence on the results and the 

computational time. Additionally, the size of the mesh significantly affects both the outcomes and the 

time required to complete the calculations. Incorporating a fine mesh in the study enhances the precision 
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of the results, significantly lengthening the processing time required for the study. To ensure the 

accuracy of results, a fine mesh is employed in this study. 

E1 E2 

  

  

Fig. 7. Flow pressure plots 

In Fig. 7, the first row shows the pressure distribution over the entire model and the second row 

shows a zoom view of the pressure variation near the inlet flow channel of the ventilation element E1 

and E2 respectively. If we have a look on the flow trajectories over the entire model then it is clearly 

visible that element E1 shows better flow distribution than E2 as E1 provides flow distribution on all 

sides while in E2 most of the air flows upward and sideways leaving the bottom part of the model. 

Moreover, the second row images clearly demonstrate that the pressure variation in E1 is more gradual 

compared to E2. The second picture in E2, displays dark blue lines indicating a sharp drop in pressure, 

which signifies higher-pressure fluctuation.  

In Fig. 8, the first row shows the surface temperature of the body over the entire model and the 

second row shows a zoom view of the temperature variation near ventilation. Table 2 displays more 

detailed values of the investigated parameters. 

Table 2 

Numerical values of the results for case 1 

Parameters E1 E2 
Difference in values 

between E1 and E2 

H.T.R., W 8.739 8.702 0.037 

H.F. (avg.), W·m-2 12.154 12.065 0.089 

dP, Pa 6.23 13.60 7.37 

dT, ºC 4.75 4.70 0.05 

T.(avg.), ºC 36.44 36.44 0 
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E1 E2 

  

  

Fig. 8. Surface temperature plots 

As it is visible from Table 2, the values of the results obtained for E1 and E2 have a relatively low 

sensitivity in predicting the efficiency of the elements. This is because the area of the model is higher, 

and we have only a single inlet ventilation. The value of dP shows a sensible difference in the results 

for E1 and E2, but this difference is not big enough to provide a precise conclusion. Therefore, it is 

important to evaluate the reliability of the results by including more than one criterion prior to reaching 

the conclusion. One option to obtain comparable results is to increase the number of ventilation units 

but it will increase significant amount computational time, hence it is not an ideal option. The other 

option is to reduce the area of the model proportional to the ventilation element that could provide 

sensible results and significantly reduce the computation time. This option we have considered for the 

model used in case 2 (Fig. 5). The same set of criteria was considered in case 2, and detailed values of 

the obtained results are mentioned in Table 3. 

Table 3 

Numerical values of the results for case 2 

Parameters E1 E2 
Difference in values 

between E1 and E2 

H.T.R., W 0.328 0.196 0.132 

H.F. (avg.), W·m-2 207.097 124.507 82.59 

dP, Pa 3.28 4.20 0.92 

dT, ºC 2.91 4.03 1.12 

T.(avg.), ºC 35.34 35.90 0.56 

Table 3 shows that the sensitivity of the surface heat flux (H.F.) and the average body temperature 

{T. (avg.)} increases in case 2. Element E1 provides a higher value of heat flux (H.F.) compared to E2, 

indicating that the heat transfer rate of E1 is better. A higher heat transfer rate refers to a higher cooling 

efficiency. Therefore, the average body temperature for E1 (35.34 ºC) is lower than that of E2 (35.90 ºC). 
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Based on these two figures, it can be concluded that element E1 offers better cooling efficiency 

compared to E2. The final step is comparing the time required to complete the simulation process in 

both the scenarios. In the first case, the computation process took about 16 hours, however, in the second 

case, it took only 1 hour. This shows effective time optimization as the computation time in case 2 is 

reduced by 15 times. 

E1 E2 

  

  

Fig. 9. Flow trajectories (Case 2) 

E1 E2 

  

Fig. 10. Surface temperature (Case 2)  
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These calculations were done on Core i7, 8-core processor computer. The parameters like the 

processing power of the computer, physical time of the study and the final output required can highly 

influence the computation time of the study. 

Conclusions 

From the result analysis it can be concluded that the results in the first case do not 

provide sensitive values for predicting the efficiency of element E1 and E2. This is due to the larger 

surface area of the model in comparison to ventilation. In order to solve this issue, the model 

is simplified into two square plates with a significantly less surface area in the second case. As a result, 

the sensitivity of the obtained results is enhanced in this case. The most significant criterion for 

comparison is the heat flux (H.F.) and the average body temperature (T. avg.), indicating that element 

E1 offers better cooling efficiency compared to E2. Moreover, the results also indicate a significant 

reduction in the computing time, specifically by an amount of 15 times lower than case one. This study 

clearly indicates that employing a simplified model with a smaller area can provide results that are more 

sensible and enhance the computational efficiency when estimating the effectiveness of items with 

smaller dimensions, such as ventilation elements in the current study. It allows in future to efficiently 

predict the cooling efficiency of different shape ventilation elements with optimal computation time. 
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